
Figure 1: An illustration of MU for DMs. 
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Ø Motivation: Challenges in MU evaluation.

Ø Evaluation Pipeline with UnlearnCanvas

Figure 2: MU with UnlearnCanvas. 

Ø (C1) The absence of a consensus on a diverse unlearning target test repository.
Ø (C2) The lack of a systematic study on ‘retainability’ of DMs post-unlearning.
Ø (C3) The precision challenge in evaluating DM-generated images.

Ø (A1) Style-object dual supervision enables a rich unlearning target bank.
Ø (A2) Enabling both ‘in-domain’ and ‘cross-domain’ retainability analyses.
Ø (A3) High stylistic consistency ensures precise style definitions and enables 

accurate quantitative evaluations.

Ø Our Proposal: UnlearnCanvas Dataset

Ø Experiment Results

Figure 4. An illustration of the evaluation pipeline proposed in this work using UNLEARNCANVAS
when unlearning a specific target concept ‘Van Gogh Style’. Unlearning performances are quantitatively
assessed (marked in blue) to accurately reflect the unlearning performance portrait. The unlearning
target of the pipeline could traverse all the styles and objects to achieve a comprehensive evaluation.

Ø Retainability Matters in Performance Assessment and sole reliance on Unlearning Accuracy 
(UA) is insufficient

Ø Retaining cross-domain concepts (CRA) is harder than within-domain concepts (IRA)
Ø No single method performs consistently across all domains

p Benchmarking Current DM Unlearning Methods for Style and Object Unlearning
p Benchmarking Current DM Unlearning Methods in More Challenging Scenarios

Figure 5. Left: Heatmap of ESD's unlearning accuracy (UA) and retainability (IRA, CRA) on
UnlearnCanvas. The x-axis lists tested concepts, y-axis shows unlearning targets, with styles (blue)
and objects (orange). Regions A, B, and C correspond to UA, IRA, and CRA for style ('1') and
object ('2') unlearning. Lighter colors indicate better performance; the first row shows pre-
unlearning reference. Right: Example images before and after unlearning.

Table 2. Performance overview of DM unlearning methods on UNLEARNCANVAS: Metrics (UA,
IRA, CRA, FID) are averaged over style and object cases. Arrows (↑/↓) indicate desired value direction.
Best results are green; underperforming ones are red, highlighting areas for improvement.

Figure 3. An overview ofUnlearnCanvas.Table 1. Overview of MU evaluations for DMs.

Figure 6. Adversarial prompts expose
significant vulnerabilities in MU
methods, with UA dropping below
60%, emphasizing the need for worst-
case evaluations.

Table 3. Unlearning style-object combinations is
significantly harder, with UA dropping over 20% and
retainability falling below 20%, highlighting challenges in
defining precise unlearning scopes.


